Abstract—A control scheme is proposed for an islanded, low-inertia, three-phase, inverter-based microgrid with a high penetration of photovoltaic (PV) generation resources. The output of each inverter is programmed to emulate the dynamics of a nonlinear oscillator. The virtual oscillators within each controller are implicitly coupled through the physical electrical network. Asymptotic synchronization of the oscillators can be guaranteed by design, and as a result, a stable power system emerges innately with no communication between the inverters. Time-domain switching-level simulation results for a 45 kW microgrid with 33% PV penetration demonstrate the merits of the proposed technique; in particular they show that the load voltage can be maintained between prescribed bounds in spite of variations in incident irradiance and step changes in the load.
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I. INTRODUCTION

MICROGRIDS offer the potential for increased renewable generation, improved reliability, and reduced transmission losses. This work is focused on low-inertia islanded microgrids where sustainable generation resources, such as photovoltaic (PV) arrays and fuel cells (in contrast to diesel-engine or natural-gas-driven generators), are interfaced to the electric network through voltage-source inverters (VSIs), and intermittency in supply is managed by energy storage devices.

Key control challenges in such microgrids include: i) maximizing system availability in the face of uncertain renewable generation, ii) eliminating centralized controllers to ensure there are no single points of failure, and iii) minimizing communication between inverters to enhance resilience against cyber-level failures/attacks. Focused on these challenges, we propose an inverter control paradigm inspired by the synchronization of coupled oscillators. In particular, a stable islanded microgrid is realized by controlling the VSIs to emulate the dynamics of nonlinear oscillators. When coupled through the underlying electrical network, the virtual oscillators (we use the terminology virtual to emphasize that the oscillator dynamics are emulated on a digital controller) synchronize without any supervisory control effort or information exchanges over a communication network; in other words, a stable power system emerges innately by design.

Passivity- and $L_2$ input-output stability-based methods [1] have recently been proposed in [2] and [3], [4], respectively, to explore synchronization of coupled nonlinear oscillators with the goal of formulating control strategies for inverters in islanded power systems. In this work, we extend our previous effort in [3], [4], which was tailored to single-phase inverters, to the control of three-phase inverter-based microgrids with high PV penetration. Towards this end, we also formulate a maximum power point tracking (MPPT) method compatible with the virtual-oscillator based controller for the subset of PV-interfaced inverters in the microgrid.

Relevant to this work is a wide body of literature on droop control of inverters in islanded microgrids [5]–[11]. Inspired by the control of synchronous generators, this approach is based on modulating the frequency and output voltage of inverters to be inversely proportional to the real and reactive power, respectively [5], [6], [12]–[14]. While the original formulation [5] did not necessitate communication, several drawbacks relating to load sharing accuracy and frequency/voltage deviations have prompted the supplementation of higher-level controls which require a communication network [15]–[19].

The proposed approach based on the dynamics of coupled oscillators offers a fundamentally different method for islanded inverter-based microgrids. The intrinsic electrical coupling between inverters is leveraged to synchronize virtual oscillators, hence realizing a control strategy that promotes dynamic load sharing with minimal frequency/voltage deviations. Since each controller is fundamentally identical, the system tolerates failures in any number of inverters so long as the load can be satisfied. The main contributions of this paper are as follows: i) a method for the synthesis of oscillator-based controllers for three-phase inverters is outlined, and ii) an MPPT method is integrated with the oscillator-based controller to maximize the power delivered by PV-interfaced inverters.

The remainder of this manuscript is organized as follows: In Section II, the nonlinear oscillator is introduced, and a method for parameter selection and system design is outlined. Controller implementation details for a three-phase inverter and the MPPT method are described in Section III. Case-studies are presented in Section IV, and these are followed by concluding remarks in Section V.
II. OSCILLATOR MODEL FUNDAMENTALS

In this section, we first present the oscillator model that constitutes the mainstay of the proposed three-phase inverter control method. Then, we provide a sufficient condition that ensures the synchronization of a system of three-phase inverters controlled with the proposed oscillator-based approach. Finally, we describe the parameter selection and system design process.

A. Oscillator Model

Figure 1 illustrates the nonlinear dead-zone oscillator utilized in this work. Each oscillator consists of a resonant $LC$ tank that sets the system frequency, a nonlinear voltage-dependent current source that sustains the oscillations, $g(\cdot)$, and a damping element, $R$. The terminal-voltage amplitude is proportional to $(\sigma - 1/R)$, where $\sigma = |dg/dv|$, and to ensure oscillations, we must have $\sigma > 1/R$ \cite{20}. It can be shown that as $\epsilon := \sqrt{L/C}(\sigma - 1/R) \to 0$, the oscillator terminal voltage is approximately sinusoidal, with frequency $\omega \approx 1/\sqrt{LC}$. This is typically referred to as the quasi-harmonic regime \cite{20}.

B. Sufficient Condition for Synchronization

The basic microgrid topology under consideration is composed of parallel VSIs connected to an impedance load as shown in Fig. 2(a). Assume that a subset of the ($N$ total) inverters in the microgrid are interfaced to PV arrays, while the others are interfaced to fuel cells/energy-storage devices (modeled as dc-voltage sources). Each inverter is controlled to emulate the dynamics of the dead-zone oscillator by using the digital controller depicted in Fig. 3 (controller details are outlined subsequently in Section III). With the implementation of the proposed controller, the dynamics of the three-phase microgrid in Fig. 2(a) can be described by the equivalent single-phase system in Fig. 2(b).

Synchronization of the terminal voltages in the system of coupled oscillators depicted in Fig. 2(b) can be guaranteed if

$$\max_{\omega} \left\| \frac{(\nu_1 - 1)z_{\text{loss}}}{(\nu_1 - 1)z_{\text{loss}} + \omega C} \right\|_2 \sigma < 1, \quad (1)$$

where $\|\cdot\|_2$ denotes the Euclidean norm \cite{1}, $z_f = R_L + j\omega L_L$ is the inverter output filter impedance, and $z_{\text{loss}} = R = j\omega L$ is the impedance of the passive $RLC$ circuit in each oscillator (see Fig. 1). Furthermore, the condition in (1) depends on two design parameters, $\nu$ and $\nu$ (see Fig. 3), that are referred as the voltage and current gains, respectively. The values these parameters are tuned to depend on the voltage and power ratings. Notice that for this particular network, the synchronization condition does not depend on the number of inverters, $N$, or the load impedance, $Z_{\text{load}}$. Assuming a balanced three-phase system, synchronization in the single-phase equivalent system translates to a stable three-phase microgrid. An outline of the proof for the synchronization condition in (1) is provided in Appendix A. Details are in \cite{3}.

C. Parameter Selection and System Design

With reference to the controller depicted in Fig. 3, the design objective is to select the current gain, $\nu$, the voltage gain, $\nu$, and the oscillator parameters $R_L$, $L$, $C$, $\phi$, and $\sigma$, for a given filter impedance, $z_f$, such that the load voltage and system frequency meet performance specifications. Additionally, the choice of parameters must ensure the condition in (1) is satisfied. Once all parameters are selected, it is straightforward to discretize the differential equations of the oscillator circuit in Fig. 3 for implementation on a microcontroller.

First, we set $\nu = \sqrt{2}V_{\text{rated}}$, where $V_{\text{rated}}$ is the rated RMS line-neutral voltage. This ensures that the virtual oscillator voltage corresponds to the per-unitized inverter voltage. To
III. OSCILLATOR-BASED INVERTER CONTROL METHOD

In this section, we outline key controller implementation details that ensure the three-phase inverters emulate the behavior of the dead-zone oscillator described in Section II. A schematic of the controller is illustrated in Fig. 3. In the forthcoming discussions, we particularly focus on the coordinate transformations that interface the oscillator to the three-phase inverter, and describe the MPPT strategy adopted for the PV-interfaced inverters in the microgrid.

A. Three-Phase Controller Design

Controller design in three-phase inverters can be simplified by formulating suitable coordinate transformations that refer three-phase voltages and currents to a different reference frame [21]. In this work, we focus on controller design in the $\alpha\beta$ frame [21]. Towards this end, for a set of balanced, sinusoidal, three-phase waveforms $f_a(t), f_b(t), f_c(t)$, define the space vector signal

$$f(t) := \frac{2}{3} \left( f_a(t) e^{\frac{2\pi i}{3}} + f_b(t) e^{\frac{4\pi i}{3}} + f_c(t) e^{\frac{6\pi i}{3}} \right) .$$

The real and imaginary components of $f(t)$ are denoted by $f_\alpha(t)$ and $f_\beta(t)$, respectively. The relationship between the original three-phase signals and the transformed signals in the $\alpha\beta$-frame is captured by the following:

$$\begin{bmatrix} f_\alpha \\ f_\beta \end{bmatrix} = \frac{2}{3} \Xi \begin{bmatrix} f_a \\ f_b \\ f_c \end{bmatrix} , \quad \begin{bmatrix} f_a \\ f_b \\ f_c \end{bmatrix} = \Xi^T \begin{bmatrix} f_\alpha \\ f_\beta \end{bmatrix} ,$$

where

$$\Xi := \begin{bmatrix} 1 & -\frac{1}{2} & \frac{\sqrt{3}}{2} \\ 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\ 0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} \end{bmatrix} .$$

Figure 6 depicts the coordinate transformation described above for an illustrative set of three-phase signals.

As shown in Fig. 3, the above coordinate transformation is used in the controller in two key ways. First, the inverter output currents, $i_{\alpha\beta}(t) = [i_a(t), i_b(t), i_c(t)]^T$, are sensed and transformed to obtain $i_\alpha(t)$ and $i_\beta(t)$ with (3). Since $i_\alpha(t) = i_a(t)$ under balanced conditions, the current $i_a(t)$ is extracted from the virtual oscillator to establish the link with the single-phase equivalent of the three-phase inverter. Next, to control the switching action of the three-phase inverter, a set of three-phase modulation signals must be generated. In the quasi harmonic regime, we can approximate the oscillator
terminal voltage as \( v_C(t) = V \cos(\omega t) \), where, as described in Section II, the amplitude, \( V \), is governed by the choice of \( \sigma \) and \( R \), and the frequency \( \omega \approx 1/\sqrt{LC} \). Since \( di_L/dt = v_C \), it follows that the current through the inductor in the RLC subcircuit is given by \( i_L(t) = \frac{V}{\omega L} \sin(\omega t) \). Since \( v_C(t) \) and \( i_L(t) \) are orthogonal, they can be used to derive a set of three-phase modulation signals. In particular, \( v_C \) and \( i_L \) are transformed from the \( \alpha\beta \)-frame to the \( abc \)-frame, multiplied by \( \nu \), and scaled by the dc-link voltage to yield a set of three-phase modulation signals. Finally, a conventional sine-triangle pulse width modulation scheme [22] is used to generate the switching signals. With the proposed approach, the inverter terminal voltages follow the commanded voltages, i.e., \( v_{abc} \rightarrow v_{abc}^* \).

**Remark 1.** Notice that with the proposed approach, the controller state variables corresponding to the nonlinear oscillator (i.e., \( v_C(t) \) and \( i_L(t) \)) are directly utilized to generate the three-phase modulation signals. This eliminates the need for explicit orthogonal-signal generators [23], [24].

**B. Maximum Power Point Tracking Method**

We now describe the MPPT controller for the subset of PV-interfaced inverter in the microgrid. The Exponential Adaptive Perturb and Observe (EAPO) algorithm is utilized for MPPT [25]. This method is similar in construction to other adaptive perturb and observe (PO) algorithms (see, e.g., [26]–[28]) that modulate the perturbation step size with a goal of improving dynamic and steady-state performance. In particular, these methods can potentially increase tracking speed and improve tracking efficiency by reducing oscillations around the maximum power point in periodic steady state.

A block diagram of the MPPT controller is shown in Fig. 7, and the details of the EAPO algorithm are illustrated in Fig. 8. We utilize the PV voltage as the MPPT perturbation control variable. As demonstrated in [29], this results in fast response to irradiance changes and presents significant advantages compared to using the PV current as the control variable. Before discussing the details of the EAPO algorithm, it will be useful to briefly summarize the conventional PO algorithm. In a conventional PO algorithm, the dc-bus voltage reference in the \( k+1 \) iteration, \( v_{pv}^* [k+1] \), is updated as follows:

\[
v_{pv}^* [k+1] = v_{pv}^* [k] + \delta v \cdot \text{sgn}(\Delta v_{pv}[k]) \cdot \text{sgn}(\Delta p_{pv}[k]),
\]

where \( \delta v \) is the size of the perturbation step, \( v_{pv}^* [k] \) is the dc-bus voltage reference, \( \text{sgn}(\Delta v_{pv}[k]) \) is the sign of the difference in the dc-bus voltage, and \( \text{sgn}(\Delta p_{pv}[k]) \) is the sign of the difference in the extracted PV power (all for the \( k \)th iteration). With a conventional PO algorithm, notice that the perturbation step size, \( \delta v \), is fixed; the precise choice is based on a trade-off in tracking speed and size of periodic steady-state oscillations around the maximum power point. To address these concerns, in the EAPO algorithm, the dc-bus voltage reference is updated as follows:

\[
v_{pv}^* [k+1] = v_{pv}^* [k] + \delta v [k+1] \cdot \text{sgn}(\Delta v_{pv}[k]) \cdot \text{sgn}(\Delta p_{pv}[k]),
\]

where the perturbation step size is updated according to:

\[
\delta v [k+1] = \begin{cases} 
\rho^\text{max} \delta v [k], & \text{if } \Delta p_{pv}[k] > 0, \\
\rho^\text{min} \delta v [k], & \text{otherwise.}
\end{cases}
\]

Essentially, the perturbation step size is increased by a large factor \( \rho^\text{max} \) (small factor \( \rho^\text{min} \)) if the extracted power increased (decreased) in the previous iteration. As shown in Fig. 8, a scaling factor, \( \xi \), can be included if required. In particular, the algorithm formulation ensures that the perturbation step size is reduced close to the maximum power point; this significantly increases the tracking efficiency in periodic steady state [25].

A PID controller acts on the dc-bus voltage error, \( v_{pv}^* - v_{pv} \), and modulates the current gain, \( i \). Since the power output of each inverter is inversely proportional to \( i \) (see Fig. 5), this strategy ultimately controls the power output to ensure the dc-bus voltage is regulated to the reference generated by the MPPT algorithm. This general approach, where the dc-link voltage is regulated via the inverter power output, is widely adopted in VSIs with dc power-source inputs [21].

It is worth mentioning that while we apply the EAPO method for simplicity and ease of implementation, other approaches could be investigated to generate the dc-bus voltage reference (see [30]–[33] for comparisons and reviews of established MPPT methods, and [34]–[37] for some recent work in this area).

**Remark 2.** The controller depicted in Fig. 3 is utilized to regulate all inverters. The MPPT algorithm essentially constitutes a secondary outer control loop to modulate the current gain only in the PV-interfaced inverters. The current gains of the other inverters are fixed to the nominal value, \( \bar{\iota} \), determined following the design procedure outlined in Section II-C.

**IV. Case Studies**

In this section, we demonstrate the performance of the proposed oscillator-based controller with three case studies.
The simulations are performed for different abstractions (with increasing complexity) of the islanded microgrid system illustrated in Fig. 9. The three-phase inverters are each rated to deliver 15 kW. Two of the inverters (inverters 1 and 2) are connected to energy-storage devices (modeled as dc-voltage sources for the time scales investigated), and one inverter (inverter 3) is interfaced to a PV array which is modeled using the single-diode model [38]. There are three loads in the system: loads 1 and 2 are resistive, and local to inverters 1 and 2 ($R_{load1}$ and $R_{load2}$ in Fig. 9), while load 3 is an inductive load ($R_{load3}$, $L_{load3}$ in Fig. 9). Delta-wye transformers facilitate lower dc-link voltages and are not a fundamental requirement of the proposed approach. The rated line-line voltage is 208 V, and control parameters are selected to ensure that the common-load voltage is within ±5% of the rated value at 60 Hz under all operating conditions. The virtual-oscillator controller depicted in Fig. 3 is employed in all three inverters. For the PV-interfaced inverter, MPPT is implemented following the approach described in Section IV-B. The parameters of the controller and the PV array are summarized in Appendix B. The perturbation frequency is set to 4 Hz, and this choice is based on the PV dc-link capacitance which governs the PID voltage regulator settling time. For all cases, controller parameters are picked so that the synchronization condition in (1) is satisfied.

In the first case study, we demonstrate how dynamic load sharing between inverters is promoted by the terminal voltage-power characteristics in Fig. 5. The second and third case studies investigate system performance under variable irradiance and load conditions, respectively.

A. Dynamic Load Sharing

As described in Section II-C, the current gain of each inverter is selected such that the steady-state inverter output voltage is between prescribed lower and upper voltage limits ($V_{min}$ and $V_{max}$, respectively) across the entire load range (open-circuit to full rated load). Additionally, for a given terminal voltage, the power output is inversely proportional to the value of $\iota$, as shown in Fig. 5. In this case study, we demonstrate that when a subset of inverters is allowed to vary the current gain (as would be the case with the MPPT controller in Fig. 7), the proportion of power delivered by each inverter also varies.

Consider the microgrid in Fig. 9, except, only with inverters 2 and 3. For simplicity, neglect the line impedances and the local loads, and assume a common resistive load. Since the primary aim of this case study is to illustrate the impact of variable current gains on load sharing, the inputs to the inverters are fixed to be dc-voltage sources. Further, the current gain of inverter 2, $\iota_2$, is fixed, while that of inverter 3, $\iota_3$, is varied manually. Figure 10 shows the system dynamics as $\iota_3$ undergoes a series of step changes. The inverters share the load equally when $\iota_2 = \iota_3$. However, as $\iota_3$ rises above and falls below $\iota_2$, its fraction of load current (power) decreases and increases, respectively. In light of the terminal characteristics in Fig. 5, the load voltage is always constrained to lie between $V_{min}$ and $V_{max}$ as $\iota_3$ varies. In subsequent simulation studies, we will find that consequently, the common-load voltage satisfies performance objectives in spite of variations in ambient conditions and load power.

B. Synchronization and MPPT Operation

At start-up, the virtual-oscillator capacitor voltages were initialized to $v_C(0) = [0.25V, 0.28V, 0.22V]^T$. Figure 11 illustrates the phase-a currents of the three inverters during this startup. In spite of mismatched initial conditions, the inverters successfully reach the desired synchronized steady-state condition with all currents in phase. The start-up process limits current flows. Inverter 3 shows the highest overshoot, less than 35% of the final steady state condition, and the overshoot lasts only about five cycles. Convergence is achieved for the three-inverter system from this blackstart condition in

![Figure 9: Islanded microgrid composed of two inverters interfaced to energy-storage devices, and one inverter interfaced to a PV array.](image)

![Figure 10: Dynamics of a two inverter system when $\iota_2$ is fixed and $\iota_3$ undergoes step changes.](image)
less than 20 cycles. Inverters 1 and 2 are in phase within about three cycles, and inverter 3 pulls into phase in the transition between cycles five and six—changing by more than 90° in one cycle but without imposing substantial current. Thus the synchronization process takes only about 0.1s and convergence to target power flows takes a bit longer, at about 0.3s. The steady-state power injected by the PV inverter (unit 3) is 15kW and corresponds to the maximum power point. Figure 12 compares the dynamic recovery of the PV dc-bus voltage as the system approaches steady state. The upper traces in Fig. 12(a) show a conventional PO process with about 1% voltage resolution. It oscillates around the maximum power point \((V_{mpp} = 402V \text{ and } P_{mpp} = 15kW)\), imposing a continuing small power error. The traces confirm that this system will support perturbation step rates of at least four steps per second, only a little more aggressive than the 0.3s large-signal convergence time of the synchronizing control. When the PO algorithm imposes a voltage step, the system recovers within about 0.2s (essentially a small perturbation effect related to Fig. 11) to allow assessment of the new power level and provide information for a decision about the next step. In contrast, the EAPO algorithm results represented in the lower traces, Fig. 12(b), show that step size can reduce adaptively and quickly. The EAPO algorithm also allows at least four steps per second and recovers within 0.2s for each step, but in this case, after four steps it is closer to the the maximum power point than the conventional PO controller, and continues to refine the accuracy to drive power error close to zero. With conventional PO, such a small step size would compromise dynamic response, but the EAPO large-signal dynamics can be designed to be just as fast as conventional PO.

### C. Robustness to Irradiance and Load Variations

In this case study, we demonstrate that variations in incident irradiance and load power tend to be absorbed by the energy-storage-interfaced inverters, hence minimizing disruptions in the synchronized operation of the inverters. First, assume that the local loads at inverters 1 and 2 do not consume any power. In addition, the impedances of lines 1 and 2 are set to zero, such that all three inverters are directly connected across the common load. With these assumptions, we recover the network introduced in Section II-B (see Fig. 2), for which satisfying (1) ensures the inverter terminal voltages are synchronized in steady state. Figure 13 illustrates system dynamics when a 50% drop in incident illumination is effected.
at time $t = t_\downarrow$. As a result, power delivered by the PV inverter decreases quickly, and must be made up by the other inverters. As the center power traces in Fig. 13 show, the PV inverter tracks the step change within less than 0.1s. The other inverters pick up quickly enough that the voltage trace at the bottom of Fig. 13 drops by less than 3% during the transient. The ac currents in the top traces mirror the power change, demonstrating that synchronization is maintained even in the face of this fast dynamic imbalance. Subsequently, at time $t = t_\uparrow$, the illumination is restored and the inverters recover to the prior condition within 0.1s. The voltage also recovers. In general, the selected design parameters support extreme dynamic changes, while maintaining the output voltage magnitude inside a ±5% window with no communication between the three inverters.

Now consider that the local loads at the terminals of inverters 1 and 2 are designed to consume 10 kW and 5 kW, respectively. As indicated in Appendix B, the common load is inductive, and therefore, the total load power factor is not unity. Additionally, nonzero and nonidentical line impedances connect each inverter to the central load. With this setup, while the inverters are still designed to satisfy (1), the inverter terminal voltages are no longer expected to be synchronized. Nonetheless, we will find that stable operation can be ensured irrespective of load variations. For simplicity, we hold the irradiance constant in this case study. Figure 14 illustrates the load voltage, and the inverter current and power outputs as the common load undergoes a series of changes. In particular, at time $t = t_\downarrow$, the load is suddenly decreased. Despite the load change, the PV inverter continues to deliver maximum PV power while the other inverters decrease their power output. Next, the load is increased to its original value at time $t = t_\uparrow$ and the power extracted from the energy-storage devices is automatically increased. As before, in all cases the load voltage is maintained within ±5% of the rated value with no communication between the three inverters.

V. CONCLUSION

A technique for controlling a system of inverters in a microgrid is presented. The proposed method is based on modulating the ac output of each inverter such that it emulates the dynamics of a nonlinear oscillator. Due to the inherent coupling between the oscillators introduced by the electrical network, the inverter ac outputs synchronize. The controllers only require local measurements available at the ac terminals; communication between inverters is not necessary. Oscillator-based control is applied toward the design of a three-phase microgrid with high PV penetration. Simulation results for a 45 kW system demonstrated that the system of inverters continually adjust their output to match load while maximizing PV energy delivery in the face of uncertainty in ambient conditions and variations in the load power.

Appendix

A. Sketch of the proof for the result in (1)

The forthcoming discussion is abstracted from Theorem 1 in [3]. Denote the vector of output currents and terminal voltages of the system of oscillators in Fig. 2(b) by $i = [i_1, \ldots, i_N]^T$ and $v = [v_1, \ldots, v_N]^T$, respectively. Additionally, denote the vector of currents sourced by the nonlinear voltage-dependent current sources in the oscillators by $i_\text{g} = [i_{\text{g}1}, \ldots, i_{\text{g}N}]^T$. Note that $i_\text{g} = -g(v) := [-g(v_1), \ldots, -g(v_N)]^T$.

We can express $i(s) = Yv(s)$, where $Y$ is the admittance matrix of the microgrid electrical network given by $Y = \alpha I + \beta\Gamma$, where $\alpha = (z_\text{f} + Nz_{\text{load}})^{-1}$, $\beta = z_{\text{load}}(z_\text{f} + Nz_{\text{load}})^{-1}$, $I$ is the $N \times N$ identity matrix, and $\Gamma$ denotes the Laplacian of the underlying graph.

To explore voltage synchronization, it is easier to consider the corresponding differential system, $\ddot{v} = \Pi_i, \ddot{\text{v}} = \Pi v$, and $\ddot{i}_\text{g} = \Pi^T \ddot{v}$, with $\Pi = (I - (1/N)11^T)$, where $1 \in \mathbb{R}^N$ denotes the column vector of all ones. The entries of $\ddot{v}(t)$ track the differences between corresponding entries of $v(t)$ and the average of all entries of $v(t)$ [39]. Consequently, to ensure synchronization, we need to ensure that $\ddot{v}(t) \to 0$, i.e., stability of the differential system implies synchronization of the original system.

For ease of analysis, we compartmentalize the differential system into linear and non-linear subsystems as shown in Fig. 15. The nonlinear subsystem is defined by the map $\tilde{g} : \ddot{v} \to \ddot{i}_\text{g}$. The linear subsystem maps $i_\text{g}$ to $\ddot{\text{v}}$ through the linear fractional transformation, $\mathcal{F} : \mathbb{R}^N \to \mathbb{R}^N$, which is defined as follows:

$$\ddot{\text{v}} = \mathcal{F}(z_\text{osc}I, Y)$$

Using the small-gain theorem, we can show that the differential system illustrated in Fig. 15 is stable if

$$\gamma(\mathcal{F}(z_\text{osc}I, Y)) \sigma < 1,$$

Figure 14: Inverter (phase-a) currents, power outputs, and load voltage in the microgrid network with local loads and feeder impedances. The common-load power decreases and increases instantaneously at $t_\downarrow$ and $t_\uparrow$, respectively.
where \( \tilde{g} := \sup_{\omega \in \mathbb{R}} \| \mathcal{F}(z_{osc} I, Y) \|_2 / \| I \|_2 \) is the differential \( L_2 \) gain of the linear fractional transformation [39], and \( \sigma = |dg/d\nu| \). The \( L_2 \) gain of a system provides a measure of the largest amplification imparted to a signal as it propagates through a system. Therefore, (9) implies that as long as the maximum possible amplification around the differential closed-loop system in Fig. 15 is less than unity, then \( \tilde{\nu}, \tilde{\epsilon} \rightarrow 0 \). Following the approach outlined in [39], and incorporating the current and voltage scaling parameters, \( \nu \) and \( \nu \) (Fig. 3), it can be shown that \( \tilde{\gamma} = \| (\nu^{-1}z_{osc}/(\nu^{-1}z_{osc} + \nu)) \|_2 \), which establishes the synchronization condition in (1).

### B. Case-Study Parameters

**Electrical network and inverter-design parameters:** Oscillator linear-subsystem parameters: \( R = 10 \Omega, L = 250 \mu H, C = 28.14 \text{mF} \). Oscillator nonlinear-subsystem parameters: \( \sigma = 1 \text{S}, \varphi = 0.47 \text{V} \). Inverter voltage gain and nominal current gain: \( \nu = 208 \sqrt{3}/3 \) and \( \tilde{\nu} = 1.0508 \times 10^{-3} \), respectively. Inverter output filter parameters: \( R_f = 0.1 \Omega, L_f = 250 \mu H, C_f = 24 \mu F \). DC-bus capacitor capacitance for Inverter 3: \( C_{pv} = 20 \text{mF} \). DC-voltage sources: \( V_{dc} = 400 \text{V} \). Inverter switching frequency, \( f_{sw} = 12 \text{kHz} \). Line and load parameters (Case studies in Section IV-A, Section IV-B, Section IV-C): \( R_{load1} = \sim 25.94 \Omega, R_{load2} = \sim 12.98 \Omega, R_{load3} = 2.60 \Omega, L_{line1} = \sim 1.16 \mu H, L_{line2} = \sim 1.29 \mu H, L_{load3} = \sim 6.90 \text{mH} \).

**PV array and MPPT controller parameters:** Open-circuit voltage: \( V_{oc} = 491 \text{V} \). Short-circuit current: \( I_{sc} = 41.74 A \). Maximum power point voltage and current: \( V_{mp} = 402 \text{V}, I_{mp} = 37.3 \text{A} \). PID-controller parameters: \( k_p = 1.057 \times 10^{-4} \text{V}^{-1}, k_i = 1.7 \times 10^{-3} (\text{Vs})^{-1}, k_d = 4.227 \times 10^{-6} \text{V}^{-1}\text{s}, \epsilon_{lim} = 25 \text{V} \), \( \epsilon_{lim} = -1/(10) \), \( \epsilon_{max} = \infty \). EAPO perturbation frequency = \( 4 \text{Hz} \), \( \rho_{max} = 1.5, \rho_{min} = 0.5, \xi = 0.0167 \).
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